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## Definitions

## SAMPLABLE DISTRIBUTIONS

Ensemble of distributions $D \in \operatorname{Samp}\left(n^{k}\right)$ iff there is a randomized $O\left(n^{k}\right)$-time algorithm $A$ such that $D_{n}$ and $A\left(1^{n}\right)$ are equally distributed.
We also denote PSamp $=\bigcup_{k} \operatorname{Samp}\left(n^{k}\right)$.

HEURISTIC COMPUTATIONS

Distributional problem $(L, D) \in$ Heur_DTime $\left(n^{k}\right)$ iff there is $O\left(n^{k}\right)$-time
algorithm $A$ such that
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```
1->2
```

If $\mathrm{CD}_{\alpha(n), \beta(n)}(f(n), g(n))$ then $\mathrm{SD}_{\alpha(n)+\beta(n)}(f(n), g(n))$.
$2 \rightarrow 1$

If $\mathrm{SD}_{\lambda(n)}(f(n), g(n) \log g(n))$ then $\mathrm{CD}_{\omega(\lambda(n)), \lambda(n)}(f(n), g(n))$.
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## Proof of the Watson theorem for $k=2$

(1) Let $A_{1}, \ldots, A_{n}, \ldots$ is an enumeration of all algorithms such that each algorithm occurred infinitely many times.
(2) Consider sequences $n_{i}, n_{i}^{*}$ such that $n_{1}=1, n_{i+1}=n_{i}^{*}+1$ and $n_{i}^{*}=2_{i}^{n_{i}^{\text {a }}}$
(3) Consider the following algorithm (on input $1^{n}$ ):

- find $i$ such that $n_{i} \leq n \leq n_{i}^{*}$;
- if $n=n_{i}^{*}$ return $b \in\{0,1\}$ such that $\operatorname{Pr}\left[A_{i}\left(1^{n_{i}}\right)=b\right] \leq \frac{1}{2}$;
- else run $A_{i}\left(1^{n+1}\right) \frac{8 \log \epsilon}{\epsilon^{2}}$ times and return majority of answers.
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## Magic tree

There exists a family of trees $T_{i}$ such that
(1) The set of vertices of $T_{i}$ is a subset of $\left\{n_{i}, n_{i}+1, \ldots, n_{i}^{*}\right\}$.
(2) $n_{i}^{*}$ is the root of $T_{i}$.
(3) All leaves of $T_{i}$ have numbers at most $m_{i}=2 n_{i}$.
(4) The depth of $T_{i}$ is $d_{i}=2\left\lceil\log \log n_{i}\right\rceil$.
(5) If $p$ is a parent of $n$ then $p \leq n^{\log n}$.
(6) There is an algorithm that for any vertex $n$ of $T_{i}$ outputs the parent $p$ of $n$ and the number of children of $p$ that are less than $n$ in poly $(n)$ steps.
(7) For every inner vertex $v$ of $T_{i,}$ v has $k=\left\lceil\frac{1}{\lambda\left(n_{i}^{*}\right)}+1\right\rceil^{2}$ children.

